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It is hard to “see” if you do not look.



It is hard to “see” if you do not look.

We could guess.
after all - we are smart enough
to believe we know what is happening.












ook for:
Confirmatic
sSurprises

%



Confirmaf

Surprises

“wi grow as you
 investigate.



ools and Concepts

Tools:

Intel® VTune™ Amplifier Profiling, node level counter analysis
Intel® Trace Analyzer and Collector MPI, cluster level communication analysis
Intel® Inspector Threading, Memory issues (node level)
Intel® Advisor Scaling and Vectorization analysis and

advice (node level)
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Why performance profiling?

Project performance tuning for:

« Reducing direct compute time costs

e Decreasing indirect costs

« Better user/customer experience

If you are not in that business, don't bother
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Project development cycle and performance analysis

ST

> Prototyping

i

i v

i-> Implementation
|

-> Testing

\
\
4

Think performance wise (app/sys level)
Choose perf. effective solutions

Apply perf. optimization and check results
Add perf. regression phase to test stage

Collect and analyze perf. related complaints
from users of your product
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Optimization: A Top-down Approach

H/W tuning: OS tuning: 2
BIOS (TB, HT) e gage Sfi'Te %,
S ‘ wap 1ile El
AR B :\\l"emoryk o RAM Disk g

5 A e : etor” 7 Power settings
B s . Better application design: m
T S L S e Parallelization =
e ot Fast algorithms / data bases ®
Application Programming language and RT libs =
= Performance libraries ®

' Driver tuning

 — Tuning for Microarchitecture: £
. Compiler settings/Vectorization §\>
: Memory/Cache usage §_

CPU pitfalls

https://software.intel.com/en-us/articles/de-mystifying-software-performance-optimization
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https://software.intel.com/en-us/articles/de-mystifying-software-performance-optimization

Performance profiling tools
Level wise selection

System System profiler OS embedded
Universal (for OS, HW) Windows: Perf mon, Proc mon
Proprietary (OS+HW) Linux: top, vmstat, OProfile
Application Supported languages Windows: WPT, Xperf, VTune
IDE based Net/C#, Java Managed: .Net, Java tools, VTune
_ Python, Java Script, HTML Linux: gprof, Valgrind, Google
Command Line C C++ Fortran perftools, Crxprof, VTune
Microarchitcture

Provided by CPU/Platform manufacturer
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Optimization: A Top-down Approach

H/W tuning: OS tuning:
BIOS (TB, HT) % Page size |

O — Swap file
i Memory RAM Disk

e O Power settings
* Disk1/0 Network protocols

wa1sAs ‘'S
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System Tuning

Who: System Administrators, Performance Engineers, Machine Owners, etc...

How:

« Benchmarks

 Stream:
Numerous FLOPS benchmarks
Network/MPI Benchmarks:
<insert your favorite here>

* Tools @."

« vmstat, top, sysprof, iostat, sar, Task Manager, etc... %
« Many vendor/platform specific tools

 Fixes
« Upgrade Hardware - $$$
* Check BIOS and OS configurations
* Prefetchers, NUMA, Memory Configuration, Power Management, SMT
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Optimization: A Top-down Approach

@)

H/W tuning: OS tuning: 3

BIOS (TB, HT) gage SfITe G

~ Swap file ™

| :\\l"emoryk o RAM Disk 3
: etor“ 7 Power settings

. Better application design: o

Parallelization =

Fast algorithms / data bases =

Programming language and RT libs e

Performance libraries
Driver tuning
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Application Tuning

Who: Software Developers, Performance Engineers, Domain Experts

How:

*  Workload selection
* Repeatable results
+ Steady stat

* Define Metrics and Collect Baseline
Wall-clock time, FLOPS, FPS
*  <insert your metric here>

* Identify Hotspots '
* Focus effort where it counts $ %
» UseTools

* Determine inefficiencies

o icm? . .
Is there parallelism? This step often requires some

> TSR ST ISeuel; , knowledge of the application
*  Will better algorithms or programming languages help? and its algorithms
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Application Tuning
Find Hotspots

* This could be at the module, function, or source code level
* Determine your own granularity
5 opreport ——exclude—dependent ——demangle=smart ——symbols “which lyx"

CPU: PIII, speed 863.1%5 MH=z (estimated)
Counted CPU_CLE UNHATLTED events (clocks processor is not halted) with a unit mask of 0x00 (No unit mask)

wIma samples % symbol name

0Blec974 5016 8.5096 _Rb tree<unsigned short, pair<unsigned short const, int>, unsigned short
0810cd4ec 3323 5.8375 Paragraph: :getFontSettings (BufferParams consts&, int) const
08131548 3220 5.4627 LyXText: :getFont (Buffer const*, Paragraph¥*, int) const
080=4548 3011 5.1082 LyXFont: :realize (LvXFont constsa)

080=e3d78 2623 4.445% ILyv¥Font: :LyXFont ()

0812554 1823 3.0527 LyXText: :singleWidth (Bufferview*, Paragraph¥*, int, char) const
0B8B0e3cf0 1804 3.0605 operator== (LyXFont: :FontBits consts&a, LyXFont::FontBits const&)
081128e0 1729 2.9332 Paragraph: :Pimpl: :getChar (int) const

0B8ledD20 1380 2.3412 font _metrics::width (char const*, unsigned, LyXFont constsa)
08110de0C 1310 2.2224 Paragraph: :getChar (int) const

O0BlebcS4 1227 2.081¢ gfont loader::getfontinfo (LyXFont consts)

oprofile: http://oprofile.sourceforge.net/
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Application Tuning
Find Hotspots

* This could be at the module, function, or source code level
* Determine your own granularity

System P er =l[=][>]
Eile Miew Help
b Start |Profi|e % [ Save As Samples: L300
Functions | Self |Tota| - I ﬂ Descendants | Self | Cumulative & |
g:idle_;ispatch | = = [fusrXL1lR6&/bin/X] 0.00 42.08
g _signal_emit_wvalist 0.54 4523 art 0.00 42.08
g_signal_emit 0.08 4515 = __libc_start_main Q.00 42.08
signal_emit_unlocked R 0.46  44.23 ¥ main 0.00 42.08
g_closure_invoke o0.0g 43.69 = Dispatch 0.15 4192
start 0.00 Az.08 I ProcRenderCompositeGlyphs 0.23 977
[/usrX11RE/binX] 0.00 4208 I ProcPolyFillRectangle 0.00 7.a6
main 0.00 A2.08 I WaitForsomething 015 677
Dispatch 015 41 92 b ProcessinputEwvents 0.00 4.69
gtk_rnain_do_event 000 3808 b FrocCopyArea 0.08 362 =
gtk_widget_event_internal 008 3731 || b ProcConfigureWindow 0.00 1.85
““““ B FlushAllOutput 0.00 108
Callers | Selr |T°t'3' - | I ProcSetClipRectangles o.08 0.85
<spontaneous= 0.00 pEEEEH b ProcPolySegment 0.00 0.77
B 7?77 [Jusr/X11R&/bin/X] 0.54 0.69
I ProcShmDispatch 0.00 0.46
I ProcChangeGC 0.00 0.46
StandardReadRequestFromClient 0.38 0.38
I ProcCreatePixmap 0.00 0.38
I ProcRenderComposite Q.00 0.38
I ProcRenderFillRectanales 000 o3z =l

sysprof: http://sysprof.com
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Application Tuning
Find Hotspots

Determine your own granularity

This could be at the module, function, or source code level

Grauping: | Funstien f Call Stack

CPU Time by Utilizatione w [F Wait Time by Utilization ) Overhead and &

Function / Call Stack

[0 ldle @ Poor [ Ok @ ldeal @ Over @ ldle @ Poor @Ok @l ldeal @ P TiMe

™ intersect_objects sona: T g
T grid_intersect < intersect_objects o.27es I Os
Elsphere_intersect 3.542s c— [+ 11
[ grid_interssct s anl - T On
1 SwitchTaThread 0.986x [N 0.9865
© wvideojnext_frame s thread_traces _ kmp_inve]  0.0811s [N 0.811s
r vidaaimain_laop - main o WinMaine _trmain| 0,174l 0,175
1#_krnp_launch_thread 0.874s [ 2,104 [ 0.874s
o grid_bounds_intersect 0.297s [l Os
# shaeer D.'IDE:I [+
# GdipDrawl magePointRact| 0.098x | On
1l pandgric 0,090 ] On
11l Rayprt 0,073x| (13
liltri_intersect 0,057 [
1+ camray 00485 | 05
Sulected 1 rowis): 5,360 On

< > <

Thread
COversubscription

Podule

0.237s 3_tachyon_omp.exe
29145 3_tachyon_omp.exe
2014 3_tachyon_omp.exe
0.801s KERMELBASE.dII

0, 7275 1_tachyon_ompexe
0,178 3_tachyon_omp exe
0.008s  hblompSmd.dll
02155 3_tachyon_omp.exe
D.066s 3_tachyon_omp.exe
0.098s geliplus.cil

0.074s 3 _tachyon_omp.exe
0.073s 3_tachyon_omp.exe
0,0485 1 tachyon_ompexe

0,038 3 tachyon omip exe
4.527a

Start
Aciclress
DD 0
OxdD2130
OwdDe7I0
OxdDacal
CxdDe TFO
O 1 0047 edQ
O 2T 70
O D2E50
O 1 003Dl
OxdDcAD
OxdDEB50
Ox 10060336
Owd D410
Cud DEET0
Ul a0
Omd 0 o0

grid_intersect
intersect_objects(struct ray )
gricl_intersect

sphere_intersect

gricl_internsct

SwitchTaThreacd
videoynest_framelvaid)
videamain_loopvaid)
__kmp_launch_thread
grid_bounds_intersect
shader{struct ray *)
GeipDrawlmagePointRect]
poasdgrid

Rayprtistruct ray = double)
tri_intersect

camrayistruct scenadef “intin

>

e

Intel®

VTune™ Amplifier XE: http://intel.ly/vtune-amplifier-xe
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Application Tuning
Find Hotspots

This could be at the module, function, or source code level
Determine your own granularity

Source
So.
L
358
550
560
a6l
562
561
564
565
566
567
568
569
870
hal
572
573
474
575
576
a7
578
579
S00
581
582
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Aunembly “ (11| 11 |

Source

oux
1
CUEVOX.X += ALOP.X;
If (ry-»maxdist < vmax.x ||
break:
voxindex 4= atep.x;
TMAK, X += TAeluA.X/
curpos = nxp’s
nxXp.x += pdelteaX.x;
nXp.y += pdeltaX,.ys
nxp.2 += pdelvaX.z)

- QUE->NENT!

Am if (tmax.® < tmax.y) [
our = g-roells(voxindex):
while (cur != NULL) |(
if (ry->mbox[cur->obj->id]
ry=>mbox (our-»>o0b)=>1id] =
cur->obj)~>nethoda
1
OUY = gur->next;
)
CUrvox.x

%4

b= mtep.z;

(ry->maxdiat < tmax.x ||
breaks
voxindex

‘= atep.ztge->xalza*y

| oD | |

rintersect (cur

QUEVOX (X == OUT,.X)

l= ry->mmrial) |
ry-»aserial;

>ab), ry):

CUFVOX.3 == OuL.3)

>ysize;
Selectad 1 row(s):

(=% ‘ Ausembly grouping: | Address

CPU Time: Total by Utilization

M ldle @ Poor [ Ok @ Ideal @ Over
0.020s |

00115

0.0108 |
0.232; BI0

0.030s ||

%1

PRGN A a———

1.212: R .
0.577: I

o.005; I

0.014s |
0.0166 )

2.020s

w

Sour..

CPU Time: Total by Utilization

Addrass & 0 Assembly
M ldle Poor [ Ok ldeal Over
(Oxd0ca21 573 amp dword pre [ea) 1,198s |
Ox40cd24 573 1% Ox40cd3d <Block 49> 0.011s|
OxAOcd26 Block 47:
0xd0cd26 374 mov edx, dword ptr [esl+0Oxd) EET B |
Ox40cd29 574 mov edx, dword ptr (edx] 0,137 W20
Oxd0cd2b 574 mov dword ptr [max+edx*4], ecx 0.056: @
Oxd0cd2e 579 mov eax, dword pur [(esi+0xd) n,m};n
O0xd0cd3 575 mov eck, dword prr [eax+Oxs) 00375 )
Ox40cel34 575 mov edx, dword ptr [ecx] 0.047s ]
Ox40cel 36 574 push edi 0.032: 0
OxA0cd37 575 push eax 0.072: M
0x40ccd38 575 call edx 0.275: TR
OxA0cdia Block 48:
OxdDcal3a 3735 add esp, Ox& 0,0205 ()
| 0x40cd3d Rlock 491
Oxd0cel3ed 577 mov eni, dword prr [esi] 04551--:-
| oxaocaar 577 test esi, eal 0.145: BT
OxdOcddd 577 Jne OxdOedle «<Blowk 46>
| Ox40cda3 Blook 501
OxdDcciad 872 movad ¥xmm0, qword ptr (eap+0x70] 0.000s (|
| Ox40ccl49 572 mov eax, dword prr (esp+rOx48) 0,0005 |
| 0xA40cddd Block 51
| OxdOcedd 579 mov ecx, dword ptr [esp+0x50]
Oxd0cd51 879 add dword prr (eap+0xd0], eox 0,0145
Ox40cd55 580 comisd xmm0, gword ptr [ediiOxdd)

Highlighted & row(s):|

Intel® VTune™ Amplifier XE: http://intel.ly/vtune-amplifier-xe



http://intel.ly/vtune-amplifier-xe

Application Tuning
Find Hotspots

* This could be at the module, function, or source code level
« Determine your own granularity

| source | ‘ Assembly | | |[E[]] /1= A OD| D

Ak Source

358 QUE = QUE->NENT!

559 1

S60 CUEVOX.X += Atep.Xx;

61 If (ry-»maxdist < THAX.X || OUEVOX.X == OUT.X)
562 break:

563 voxindex 4= atep.x:

564 TMAK, X += Tdelna.x;

565 curpos = nxps

566 nXp.x += pdeltaX.x;

a7 nXp.y += pdeltaX.y’

568 nXp.2 += pdelvaX.zs

569 )

570 wlae 1f (tmax.z < wmax.y) |

7 our = g-»oells(voxindex):

572 while (cur != NULL) |(

573 if (ry->mbox[cur->obji->id] |= ry->asrial) |(
74 ry=->mbox (our->ob)->»1id)] = ry-»serial;

575 cur-robj rnethodar>intersect (cur->ab), ty):?
576 1

a7 OUY = OUr->next;

578 )

579 CUrvVOX.x = step.z;

SN0 Lf (ry->maxdist < EMAX.X || CUEVOX.3Z == Out.3)
381 breaks

582 vaxindex += atep.zége>xalzetg->ysize;
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Selmctad 1 row(s):

(=% fAuumblvgmup‘ng: Addrens

CPU Time: Total by Utilizetion

@ ldle @ Poor [@Ok @ Ideal @ Over |
0,020s |

00115

0.0108 |

0.232; B28

0.030s |

LN Saaaaaa—— |
RAEY  Ge— ]

0.577: NN

0.095: NN

0.014s |
0.0166 )

20208

|

Highlighted 6 row(s):

N7 SR, f.lnlL;:;. Assurnbly CPU Time: Totul by Utilization
(@ Idle @ Poor [ Ok @ Ideal @ Over

(oxaocd2) | 573 axd PEE [ea) |

Ox40cel24 573 1= Ox40ecd3d <BMlock 49>

OxA0cd26 Block 47:

0xd0cd26 574 mov edx, dword ptr [esl+0Oxd) | oz SRR

Ox40cd29 574 mov edx, dword ptr (edx] I 0,137 W20

Oxd0cd2b 574 mov dword ptr [max+edx*4], ecx [ 0.056: @

Oxd0cd2e | 57% mov eax, dword pur [esi+0xd] | ©103: W0

OudDed3) 575 mov ecx, dword prr (eaxrOxs) It 00375 )

Ox40ccl34 575 mov edx, dword ptr [ecx] [ 0.047x ]

OxA0ccl6 574 push edi (ICXE |

Oxd0ca37 575 push eax ‘ 0.072: W

Ox40cd38 575 call edx [ 0275 TN

OxA0cdia Block 48: |

Oxd0cd3a | 575 add esp, Ox& || o020:0

Ox40cd3d Plock 491 l

Oxd0cel3d 577 mov @i, dword prr [emi] 0.551: (N

| onaocaar 577 test esi, a8l ‘ 0.145: BTN

OxdOcddd 577 jne Oxd0edle «<Blousk 46> I

| Ox40cda3 Block 501 l

OxdDcclAl 872 movad xmm0, qword ptr [eap+0x70] || 0,006

Ov40cdds 572 mov eax, dword prr (esprOx48) || ©.0005|

0xA0cd4d Block 51| ‘

Oxd0cede 79 mov ecx, dword ptr [esp+0x50] {i

0051 79 add dword ptr (eap+0xd40], eox It 001451

Ox40cd55 580 comisd xmm0, gword ptr [edisOxd4d) |

This may reinforce your understanding of the application but often reveals surprises
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Application Tuning

Resource Utilization

* |s the application parallel?
« Multi-thread vs. Multi-process
« Memory Bound?

43 14:44: 15

idle
11M Free

USERHAME THR PRI

(Pl

W
5l

(Pl
pasol

(Pl

o B RN
gl

W
5l

(Pl
il
il
pasol
gl
gl
po=gl
pasol

T
A gy

.._
ol

.._
ol

o
AR

iR RN N RN ey e

=
N

Gl

o
N

150 5

o
ol
o
ol
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N N W N N W W W W N N Y Y . A L
11

LMD EE R =
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o
ol
o
ol
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Application Tuning

Resource Utilization

* Is the application parallel?

L Qe L (e O._ﬁu 18 2
OMP Worker Thread #1 i J '
OMP Worker Thread #2 [ s RO i L BN I e S i ) O M A
§ |thread_video (TID: 5712 [ e TN TR RE T Y | TRV FERNIY I (PR T 1T W
i [OMP Worker Thread #3 [ R  CRUEY W TR T NP YRR T VI W T T T e )

WinMainCRT Startup (T 11 NI U A AN N 20 A 0 L4 | O [ N1 VO L OO N
Tunc@Ox100097fe (TID: §

Thread Concurrency

|

(®) CPU Usage Histogram .
This histogram displays a percentage of the wall time the specific number of CPUs were running simultanecusly. @ Elal Ed Time: 6.107s
be higher than the Thread Concurrency level if a thread is executing code on a CPU while it s logically waiting, Ti Tetal Thread Count: 6
possible, _
255 Owverhead Time: Os
Spin Time: 1.909s

A significant portion of CPU time is spent waiting.
implementation (for example, by backing off then

; CPU Time: 12.029s
ﬁ Paused Time: D=
2

3 B 35

24
ELS; ?
gh &
0,5%
==
: [0k T e

() (J
Simultaneously Utilized Logical CPUs
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Application Tuning

Resource Utilization

« Memory Bound?

Wolcome 001w

M Bandwidth wkvndthy A2 @ Intel VTune Amplifier XE 201

@ Analysis Target Analysis Type | |58 Collectinn Log

SOel S 0.5 1 1.5 [1.9363] 2.% 3 3% 4 4.5 e %.% s <
- Ml Doy, «
G201 | -] 3
packoge. 1) (2] Read Bandwidth, ©
¥ e
6 N 20t
G pockoce 1
g
|
17 ;1
¥ package U
8‘ 5170
§ packags 1
! pachage_ |
3 Raoad Dandvadth, GO/sec
4.0% < l
-
Grouing! [P T 1
N T | Boetrationrs M, o | Lol Mass Mosh e Furton ('
0147 e, 000,000 0 matrix oxe ot
Sok Thrver | 0.02% “,000,000 0 rtoskard . enm YeoSot Tmar
* e Syt oneel cocution 0.010s 2,000,000 O rmtoshkand . maw Kadynctwonizel xecstion
SRRt Ly ord TR aaaf AT The s s AA il Nt e Cr i sl ngeon 0015« 10,000 rtoshand wun PGt Cumeant The aad Wi 12 The s
S0 apedatedton T 0,015 O roshard.oun  Ketpdateftun Tane
S8 ol e veueuel 0.000s 0 moskerd oo Kefemirveueunt «
] Acqur ePushl oAl schusive | 0.000 0,000,000 23250 40,000 rosberd saw ExfAcque ePustilochf xchustve
i SahccmasChack Withi et 0.00k« 8,000,000 1.2%0 10,000 reoshand men SedccarnChackWihewnd
Sabuctad | rond a1 AN 2230 A2 000 OO0 00 EADY Doel. G0 (00

* Know your max theoretical memory bandwidth
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Application Tuning

Resource Utilization
MPI applications have added communication complexity

o File Cptions Projeet Windows el ™
Miww Lherns Blavigate Advanced Loyour
T l R :7‘“: 69,1703 704 - 69,372 202 | 0. 190 450 |Seconds - | :w: All_JMeden L0 Major Function Groupe gl W « 4db =z o B
LU L | CUN P | o de w | wndn . | wnoda . I -
| b ho » | oo s » . An » ] o e » ] an e o >

4 node L

3 rode Lomic | EETH A DAL Al m e A 1 ML A sl e v AL AA gl m b v AVIL A plica o

3 e 2 Aol an iy A ApA Ll e ha splie o tow Al A A Etic s e BAldagALsilic s tiod

4 hode 2 anic L LR AEVIRL Al cm o M I R A selicm tene i AL A peilieation
3 node ALsElem o o HAEE A LA e DADEIAA AL e Al AALADEHCm ol

3 tvesche 33 e O BEEEIEH " A Ay MY AFATE AL e o Ve oy AP IR A e o e Ny
3 rode 2 1+ (IR AL Al . AAIRLADONE o e Al AP Al e AMIE ADGlication
4 nodes Aplication atio AAPElc ALAPElic s teo Bappl I apApplics tior AREElAEAElicm te

- _.A_.‘_-‘

3 node 4 -nvieo SR " VAN e M APARL A Ple m o o AR BT A Plicn Hor e AP IR A Elcm bon
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Intel® Trace Analyzer and Collector: http://intel.ly/traceanalyzer-collector
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Application Tuning
What's Next?

If your Hotspots are common algorithms:
* Look for optimized libraries
» If your Hotspots are uncommon:
« Compiler optimizations
« Expert analysis and refactoring of an algorithm
* The opposite of “low-hanging fruit”
Deeper analysis of hardware performance
* More on this later
* If the system is underutilized:

* Add parallelism - multi-thread or multi-process
 OpenMP, TBB, Cilk, MPI, etc...

» Tools can help you determine where to look and may identify some issues.
» Some tools may provide suggestions for fixes.

> Inthe end - the developer and/or expert has to make the changes and decisions — there is no silver bullet.
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Optimization: A Top-down Approach

H/W tuning: OS tuning: 3
BIOS (TB, HT) - gage SfITe &
-~ Swap file )
- Z'emoryk o RAM Disk L

i A : etor'_ Power settings
A Y . Better application design: m
O Parallelization =
A f ot Fast algorithms / data bases ®
= Application Programming language and RT libs =
Performance libraries ®

' Driver tuning

— 2 Tuning for Microarchitecture: £
P s Compiler settings/Vectorization §\>
N Memory/Cache usage §_

CPU pitfalls
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Microarchitecture Tuning

Who: Arehitecture-Experts

Software Developers, Performance Engineers, Domain Experts

How:
» Use architecture specific hardware events
» Use predefined metrics and best known methods
« Often hardware specific
* (Hopefully) provided by the vendor
« Tools make this possible for the non-expert ~ ® %
* Linux perf
e Intel® VTune™ Amplifier XE

* Follow the Top-Down Characterization
* Locate the hardware bottlenecks
*  Whitepaper here:
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Introduction to Performance Monitoring Unit (PMU)

Registers on Intel CPUs to count architectural events
= E.g. Instructions, Cache Misses, Branch Mispredict

Events can be counted or sampled
= Sampled events include Instruction Pointer

Raw event counts are difficult to interpret
= Use a tool like VTune or Perf with predefined metrics
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Raw PMU Event Counts vs Metrics

Grouping: | Punction / Call Stack

Function / Call Stack

CPU_CL,., =¥ CPU_CLE_U..

IMST_RETIRE ...

L1O_PEND_...

Qarr ..

BR_MISP... CPU_CLE_U..

0| 52.001.170

CYOLE_AC CYWOLE_AC

ore...

orTLE_Lo... OTL... OTLE_ST...

DTLE_S...

ten

ICACH..

[#lsphere_intersect 8,706,013,059 9,134,013,701 B,494,012,741 4,238,005,357 0 15,600,351 9,464,014,195 3,016,004,524 2,808,004,212 104,000,156 26,000,039 0 10,400,312 0
¥ grid_bounds_intaruect 084,001,476 1,004,001,506 672,001,008 104,000,156 0 15,600,351 062,001,443 312,000,468 286,000,420 o o o o o o
[l __kmip_end_split_barrier BYE007.014 824,000,916 ABD, DDOD, 890 1] 1] [1] 1] s} 1] 0 [1] 1] 1] 1] 1] 1
[#1__kimp_x86_pause 228,000,342 224,000,336 122,000,183 [ 0| 10,400,234 [ o [ o o [ [ [ [
[ shacler 216,000,324 242,000,363 142,000,213 104,000,156 0 0 208,000,312 104,000,156 52,000,078 o o 0 0 2,600,078 0 !
1 Ry pnt 206,000,300 210,000,315 208,000,312 o o 0 234,000,351 52,000,078 78,000,117 o o o o o 0] 2,600,03
14 posdgric 20, 00, A0E 2R, 372 7 B0, 00, 270 28,000,038 o o G (00, B 28,000,025 53 O0007R o o o o o o '
[ tri_intersect 168,000,252 208,000,312 180,000,270 [ [ 0 104,000,136  7EO000,117 52,000,078 0 52,000,078 [ [ [ [
1 V5cale 124,000,186 126,000,180 164,000,246 0 0 0 234,000,351 52,000,078 0 o o 0 0 0 0
1l _krnp_yisld D, (00, 144 G, 00,147 200, (00, 300 o o o o o o o o o o o o i
Tt T Selected 1 rowd{s):| 13,604,020,406 14,118,021,177) 12,573,015,858 6,344,000,516 0| 52,001,170 14,034,033, 386| 5,408,008,112 | 4,264,006,396 0| 234,000,357 26,000,039 8 7.800,234 [1
< > |
Grouping: | Function § Call Stack
= Filled Pipeline Slots Linfilled Fipehine Slats (Stalls)
[ [#] [#] Front-end Bound [l
" " Instructions L= ML
Function / Call 5tack Clecktic.,.. = L [ =]
H ! ! - Retired Rate Reliability Retiring SPEE:IdutiDn BacksEnd Bound Eront-End Eront-End
Latency Bandwidth
| Migrid_intersect | 14,118,021,177| 12,572,018,858 0,946 0,246 [GEE] 0,063 0,012
[Flsphere_intersect 9,134,013,701 B8.49%4,012,741 1075 0965 0,250 0,065 0.057 o009
Hgrid_bounds_intersect 1,004,007, 506 672,001,008 1.494 0,958 0.227 0,000 0.715 0.104 0,000
I+l __kmp_end_split_barrier 624,000,936 460,000,680 1,357 0,000 0,000 0,000 0.79:2 0167 0,042
L pos2grid 248,000,372 180,000,270 1.378 0.636 0.367 0.000 0.633 0.000 0.131
[ilshader 242,000,363 142,000,213 1.704 0.860 0.322 0.000 0.946 0.000 0.027
[ _kmp_xB86_pause 224,000,336 122,000,183 1.836 0000 0,000 0.000 0.971 0000 0.029
] Raypnt 210,000,315 208,000,312| 1.010 0.897 0.093 0.279 0.567 0.000 0,062
Selected 1 row(s):| 14,118,021,177| 12,572,018,858 1.123 0,946 0.246 0.033 0.647 0.063 0.012
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Adding Regression Tests for Performance

Regression testing isn't just for bugs

1. Create a baseline performance characterization
2. After each change or at a regular interval

1. Compare new results to baseline

2. Compare new results to previous results

3. Evaluate the change
3. goto (1)

Performance tuning is easier if it's always on your mind and
integrated into your development
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Optimization: A Top-down Approach

H/W tuning: OS tuning: 3
BIOS (TB, HT) - gage SfITe &
-~ Swap file )
- Z'emoryk o RAM Disk L

i A : etor'_ Power settings
A Y . Better application design: m
O Parallelization =
A f ot Fast algorithms / data bases ®
= Application Programming language and RT libs =
Performance libraries ®

' Driver tuning

— 2 Tuning for Microarchitecture: £
P s Compiler settings/Vectorization §\>
B Memory/Cache usage §_

CPU pitfalls
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Performance Tuning — Diving Deeper

Perform System and Algorithm tuning first

(%) Elapsed Time: 2¢.530s
S
-
.
& Flapsed Time: 15.041s
- s v ey et « ) b
U hvew FT0, 374,400, %1
LT M RE 2]
- - PR 1000
a3 .
o
» . »on v 1
(=P Usage Histogram -~ lep Hotspots
e L e e oo Tavmto it S el o M it Pt Ly S e | L T e —
It Frormbrem #U Tiores
# -+ . Adirere = we_Svws wharnrgiperatied bor @114 ALYy
[ e 1" rownd A%
e 3 L B« dOubie, FLL WO Mta (« deutles + o o] 5422
! ¥ g a4 3
- rnp.commprre s _stoeetl 242
e Y T T ¥
PSR . EPYpe— - ~ cru U“9' Histogram
This fuis Sremanis o Sraskotinen of e Dagead Tima. & - wx what pOcentage of the wal Kime the speclic numbar ot SPUL wars 1unnng smuhanscudy. CPU Usege msy he
egher the Y thasd coorumenty # @ thraed VWD Eode o CPU ivie 1 18 tegzcally wetitg
1%
il
.
3 o
.
2 @
»
@ I
113 —
T 1 7
o
Sevidtaneoudts Miaed Losscel € l‘l

This presentation uses screenshots from Intel® VTune™ Ampllfler XE
The concepts are widely applicable
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Algorithm Tuning

A Few Words

e There is no one-size fits all solution to algorithm tuning

« Algorithm changes are often incorporated into the fixes
for common issues

e Some considerations:
— Parallelizable and scalable over fastest serial implementations
— Compute a little more to save memory and communication
— Data locality -> vectorization
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Compiler Performance Considerations

Feature Flag
Optimization levels -00,01,02,03
Vectorization -xHost, -xavx, etc...
Multi-file inter-procedural optimization -ipo
Profile guided optimization (multi-step build) -prof-gen
-prof-use
Optimize for speed across the entire program -fast
Sk . ' . (same as: -ipo —0O3 -no-prec-div -static -xHost)
warning: -fast def'n changes over time
Automatic parallelization -parallel

* Compilers can provide considerable performance gains when used intelligently
* Consider compiling hot libraries and routines with more optimizations

* Always check documentation for accuracy effects

« This could be a day-long talk on its own

This is from the Intel compiler reference, but others are similar
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MPI Tuning

* Find the MPI/OpenMP sweet spot
* Determine how much memory do your ranks/threads share
 Communication and synchronization overhead
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Intel® Trace Analyzer and Collector: http://intel.ly/traceanalyzer-collector
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Common Scaling Barriers
Static Thread Scheduling

e Load Imbalance
e Lock Contention

Thread Concurrency Histogram

This histogram represents a breakdown of the Elapsed Time. It visualizes the percentage of the wall time the specific number of threads were running
simultaneously. Threads are considered running if they are either actually running on a CPU or are in the runnable state in the OS scheduler.
Essentially, Thread Concurrency is a measurement of the number of threads that were not waiting. Thread Concurrency may be higher than CPU usage

if threads are in the runnable state and not consuming CPU time.
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Simultaneously Running Threads

You paid for the nodes, so use them!
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Static Thread Scheduling

« Statically determining thread counts does not scale
« Core counts are trending higher
« Designs must consider future hardware
« Commonly found in legacy applications

NUM_THREADS = 4;
pthread t threads[NUM_THREADS];
int rc;
long t;
int chunk = limit/NUM_THREADS;
for(t=0;t<NUM_THREADS ; t++){
range *r = new range();
r->begin = t*chunk;
r->end = t*chunk+chunk-1;
rc = pthread _create(&threads[t], NULL, FindPrimes, (void *)r);
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Static Thread Scheduling

« Statically determining thread counts does not scale
« Core counts are trending higher
* Designs must consider future hardware
« Commonly found in legacy applications

NUM_THREADS = 4;
pthread t threads[NUM THREADS];
int rc;
long t;
int chunk = limit/NUM_THREADS;
for(t=0;t<NUM_THREADS;t++){
range *r = new range();
r->begin = t*chunk;
r->end = t*chunk+chunk-1;
rc = pthread _create(&threads[t], NULL, FindPrimes, (void *)r);
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Static Thread Scheduling

« Statically determining thread counts does not scale
« Core counts are trending higher
* Designs must consider future hardware
 Commonly found in legacy applications

Create Threads Dynamically - NUM_THREADS = get num_procs();

NUM_THREADS = 4;

pthread t threads[NUM THREADS];

int rc;

long t;

int chunk = limit/NUM_THREADS;

for(t=0;t<NUM_THREADS;t++){

range *r = new range();

r->begin = t*chunk;

r->end = t*chunk+chunk-1;

rc = pthread create(&threads[t], NULL, FindPrimes, (void *)r);
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Load Imbalance

* Dynamically determining thread count helps... but isn't a silver bullet
* Workload distribution must be intelligent
* Threads should be kept busy
* Maximize hardware utilization ' |geally all threads would complete
their work at the same time
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Load Imbalance

* Dynamically determining thread count helps... but isn't a silver bullet
* Workload distribution must be intelligent
* Threads should be kept busy
* Maximize hardware utilization

The key to balancing loads is to use a threading model that supports tasking
and work stealing

Some examples:
* OpenMP* dynamic scheduling
* Intel Threading® Building Blocks

* Intel® Cilk™ Plus
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Lock Contention

* A well balanced application can still suffer from shared-resource competition
* Synchronization is a necessary component
» Excessive overhead can destroy performance gains

« A Elapsed Time: 17.943s

291,343

Wit Count
CPU Time 27120
Paiped Time 0s

= Top Waliting Objects
This section listy the objects that spent the most time walting in your spplication. Otyects can walt on specific coils, such as sleepd) or 110, or on
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Lock Contention

» A well balanced application can still suffer from shared-resource competition
* Synchronization is a necessary component
* Excessive overhead can destroy performance gains
* Numerous choices for where and how to synchronize

& Concurrency Locks and Waits viewpoint (change) @

@ Analysis Target A ype |HB Collection Log M Summary |  «% Bottom-up «% Caller/callee |+% Top-down Tree| BB Tasks and Fra
Sou. Wait Time by Utilization * B wait Spin
Line Sooe . Count | Time

@ !dle @ Poor [ Ok @ !deal [§Over
void Tick(int i) {
36 pthread mutex lock(&lock); | 103.639s N 251,294 0.180s
37 primes++;
38 all_primes.push back(1i); i
39 pthread mutex unlock(&lock); \
40 }
41
42 bool IsPrime(int p) {
43 for (int i = 2; i*i <= p; i++) {
44 if (p/i*i == p) return false;
45 }
46 return true;
47 }
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Lock Contention

* A well balanced application can still suffer from shared-resource competition
* Synchronization is a necessary component
* Excessive overhead can destroy performance gains
* Numerous choices for where and how to synchronize

Some solutions to consider:
* Lock granularity

* Access overhead vs. wait time

« Using lock free or thread safe data structures

tbb::atomic<int> primes;
tbb::concurrent vector<int> all primes;
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Microarchitectural Tuning

Intel uArch specific tuning
After high-level changes look at PMUs for more tuning
* Find tuning guide for your hardware at www.intel.com/vtune-tuning-

guides
Every architecture has different events and metrics

We try to keep things as consistent as possible
Start with the Top-Down Methodology
» Integrated with the tuning guides
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Introduction to Performance
Monitoring Unit (PMU)

Registers on Intel CPUs to count architectural events
= E.g. Instructions, Cache Misses, Branch Mispredict

Events can be counted or sampled
= Sampled events include Instruction Pointer

Raw event counts are difficult to interpret
» Use a tool like VTune or Perf with predefined metrics
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Background —

- | 32K L1 Instruction Cache je=|[Pre.decode }o] Instr uummH_{'r‘__D;;_,:J_T :
Hardware Definitions B Pradicioe j| j
- 1 %K UoP Lache »
Front_end ] :T"-n ” ::vm-:- Sl Aliur.al am_e/ReEirg I
» Fetches the program code 'b —r— b
ort 0 'L_Fotl 1T ] [[Port5 | [ Port2d | "For‘l 3 | r'portl B |
» Decodes them into low-level hardware operations - ALU | AL AU - ’maa (524 s
i V-HMul V-Add JMP - | SiAddr P“——‘_‘]
MICro-ops (UOpS) V-Shuffi ~‘\L-,§_hgm_l“ 56 P Shuf
. e e o oale s 200
= uops are fed to the Back-end in a process called e ) isaang L L |
allocation : * S Rieingie
w— 256K L2 Cache (Unified) Aufters
= Can allocate 4 uops per cycle | 32K L1 Data Cache |
Back-End

Back-end:
» Monitors when a uop’s data operands are available
» Executes the uop in an available execution unit

» The completion of a uop’s execution is called retirement, and is where results of the uop are
committed to the architectural state

= Can retire 4 uops per cycle
Pipeline Slot:
» Represents the hardware resources needed to process one uop
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Background

Hardware Definitions

Front-End
Fro nt_en d: g [ 3ZK L1 Instruction Cache je=[Pro-decode je={instr ”"mmH_ﬁif‘l‘Jﬁ?;—r}Li
| ranch Predictor ] )
= Fetches the program code R — — 4T lj
. . ::m :::4‘-- ::—:v':: ‘g ['—.Allur.a(
» Decodes them into low-level hardware operations - : J[—I : l — " ———.,
mlcro_ops (UOpS) Hono T T PortT | sc"wg—hrlz_j TPort3 | rﬁo;t; %
= uops are fed to the Back-end in a process called iy (Ao r’rnjpﬁr_j o)
llocation it S ~ e e o
atloca oy [256 FPAcd ] ‘ *
256 FPHUL | 2012 Ble - —
= Can allocate 4 uops per CyCle [256-FP Biend| I S g ! Memory Control |
Back-end: '—( 256K L2 Cache (Unified) Buttars
. y . | ‘ ’[ 32K L1 Data Cache J
= Monitors when a uop’s data operands are available e

» Executes the uop in an available execution unit

» The completion of a uop’s execution is called retirement, and is where results of the uop are
committed to the architectural state

= Can retire 4 uops per cycle
Pipeline Slot:
» Represents the hardware resources needed to process one uop

Therefore, modern "Big Core” CPUs have 4 “Pipeline Slots” per cycle
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The Top-Down Characterization

Each pipeline slot on each cycle is classified into 1 of 4 categories.
For each slot on each cycle:

Top Level breakdown

Uop
Allccate?
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* Determines the hardware bottleneck in an application

* Sumto 1.0

* Unitis “Percentage of total Pipeline Slots”

* This is the core of the new Top-Down characterization

* Each category is further broken down depending on available events

Top-Down Characterization White Paper

http://software.intel.com/en-us/articles/how-to-tune-applications-using-a-top-down-characterization-of-
microarchitectural-issues
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Tuning Guide Recommendations W

Expected Range of Pipeline Slots in this Category, for a Hotspot in a Well-tuned:

Client/ Desktop

Server/ Database/ Distributed

High Performance Computing (HPC)

Category application application application
Retiring 20-50% 10-30% 30-70%
Back-End Bound 20-40% 20-60% 20-40%
Front-End Bound 5-10% 10-25% 5-10%
Bad Speculation 5-10% 5-10% 1-5%
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Efficiency Method: % Retiring

Pipeline Slots

Why: Helps you understand how efficiently your app is using the processors

& nnalvﬂs Targek Analysis Type H8 Collection Log m &3 Bottom-up

Sroudping: IFunctiDn I Call Stack

Funckion / Call Stack

grid_inkters
sphere_interseck
grid_bounds=s_inkersect

[F adipCreatesalidFill
[FI[TEE Scheduler Internals]
posZgrid

F [rdpdd.dll]

tri_inkerseck

shader

R awvpnk

intersect_objects

Whorm

[+ K'eSwenrbrnnizeF weribinn
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Bad Speculation

CPU_CL...
THREAD

7, 6?6 000,000 10,258,000,000
1,192,000,000

692,000,000
50,000,000
35,000,000
236,000,000
19,000,000
176,000,000
138,000,000

86,000,000

&0,000, 000

F4 ON0.nnn

OO nmim nrr

10 24n anm omn

EBranch

Mispredick Machir

&26,000,000
S<3,000,000
72,000,000
Zz4,000,000
514,000,000
234,000,000
142,000,000
70,000,000
58,000,000
4,000, 000
10 000, Ann

MmO 00D
lmoooocoooo0Boo0

mn 17N




Efficiency Method: Changes in
Cycles per Instruction (CPI

Why: Another measure of efficiency that can be useful when

comparing 2 sets of data

= Shows average time it takes one of your workload’s instructions to execute

M Seneral Exploration - G

€@ Analysis Target Analysis Type

ation & &

B8 rCollection Log

Il summary Ca Bottom-up

Srouping: IFunction JiCall Skack

Hardware Ev... | Hardware Ev...

Function [ Call Stack. CPLU_CL...
THREAD:

[F sphere_intersect
FHgrid_bounds_intersect 1,192,000,000
FH adipZreateSolidFil &92,000,000
F[TEE Scheduler Internals] ZE0, 000,000
[FH poszgrid 238,000,000
I [rdpdd.dil] 236,000,000
[FHtri_inktersect 195,000,000
[Fshader 176,000,000
FRaypnt 135,000,000
FHintersect_objects 86,000,000
[FWMorm 50,000,000

[F K eSwnrhronizeF wecutinn 74,000,000
Salartad 1 veaadey: 7 ass ann Ann
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Microarchitectural Tuning - Top-Down

This code is actually pretty good. High retiring percent.
Let’s investigate Back-End bound

n Tree | | BB Tasks and Frames

Grouping: [Function f Call stack

Hardware Event Count by Har... Hardware Ev... Filled Pipeline Slots Unfilled Pipeline Slots (Stalls)
s
Function / Call Stack CPU_CLK_UNHALTED. _ INST_RETIRED. é:;tle Retiring Bad Back-end Front-end
THREAD AMY Speculati... Bound Bound

1 Atomi:cale_forceSompSparallel_for@116 79,976,119,964 [196,686,2950 ...
round 13,082,019,623 12,624,018,936  1.036 0.344 0.188 0.4563 0.006
stduvector<double, stdiallocator< doubles> = uoperator[] 12 338 018,507 33740050610 0.366 0.5689 0.026 0.251 0.034
F__kmp_wait_yield_4 6,448,009,672 3,545,005319 1.818 0.289 0.003 0.694 0.014
[ __kmp_compare_and_store32 5,058,007 587 5,440,008160 0930 0.298 0.008 0.670 0.024
= floor 4,398,006,597 5,096,007 644 0863 0.425 0.211 0.357 0.006
[#__kmp_compare_and_storebd 2,048,003,072 758,001,137 2.702 0.110 0.018 0.807 0.066
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Microarchitectural Tuning - Top-Down

FlIIEQ FIPEINE 0TS UNTIIED FIPENNE 0TS |3TalS)
Back-end Bound
Function / Call Stack o Bad Core Bound
Retiring S = [ e .
peculati... - Port Utilization
Cycles of O ... Cycl... Cycl... Cycles of 3+ Ports Li...
i+ | Atom::calc_folce$omp$parallel_for@rllﬁ- 0632 0.000( D.062 0.082( 0.000 0.000 0.411
reund 0.244 0188 0.249 0175 0000  0.000 0.565
F stdiwector< double, stdiallocator< double= >operator[] 0.689 0026 0.049 0,092  0.000 0.000 0372
F__kmp_wait_yield_4 0.289 0.003 0451 0.536  0.000  0.000 0.852
#__kmp_compare_and_store32 0.298 0.008 0415 0.527  0.000  0.000 0738
F floor 0.425 0.211 0152 0126 0000 0000 0.454
Core Bound
This metric shows how core non-memory issues imit the performance when you run out of OOO resources or are saturating certain execution units (for example, using FP-chained long-atency arithmetic operations).
Port Utikzation
[This metric represents a fraction of cydes during which an application was stalled due to Core non-divider related issues. For example, heavy data-dependency between nearby instructions, or a sequence of nstructions that overioads spedfic
ports.

The number of cydes during which 3 or more ports were utilized.

Threshold: { { { { UOPS_EXECUTED.CYCLES_GE_3_UOPS_EXEC } / CPU_CLK_UMHALTED. THREAD ) > 0.2} = { CPU_CLK_UMNHALTED. THREAD / = 0.05) )

We're basically hammering the compute hardware. Are we vectorizing?
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Microarchitectural Tuning - Top-Down

11 , - 12 | | 0x4057¢5 126 movaxd Secx, trox
114 ; | 0x4057 c8 126 imul Ardx, %reox
11 { J: | 034057 cc 126 addg (Arax), srox
116 fpragma omp parallel for ach | 0x4057 cf 126 movl ~0x3c0(%rbp), Neax
117 for{int 1=0; 1<(nacom:»1)i; [} 0x4057d5 126 movaxd Yeax, Wrax
118 double r21i, ¥»64; | 0x4057d8 126 imul $0x8, krax, krax
119 double Fij, Fxij, Fyij, f | 0x4057 e 126 add rax, Yrox
120 | 0x4057 if 126 movadg (%krex), Bxmm0
121 for(int J=i+l: Jcnar,mna:fi 924,001,380 @ 924,‘ T 0x4057e3 126 movy ~0xX398 (*rbp), Frax
122 M & ([l | 0xa057ea 126 movg (*rax), Trax
123 Ke[4] (9] = rx(4] - o  8,944,013,416 8,94 | 0x4057 edl 126 movadda  O0x148 (frax), xmml
124 Yr(i](3] = ry(4) - 5 5952,008,928 EEEEEES 595 g | 0200575 126 , +xmm0
125 Zr(1](9] = r=[1] - z| 6,858,010,287 (N 6,85 =  0x405719 126 BT 0x403650 <round>

m | 0xA057fe Block 14:

™

127 ¥r(il(3] = ¥r(i]l(a] 6,828,010,242 (N 6,82  wm| | 0x4057fe 126 movadg 4xmm0, -0x1%8(4rbp)
128 Zr(i1](3] = Zr(i](3] 7,950,011,925 (N 7,95 =[owossos 126 movg -0x390 (vrbp), $rax
129 | | 0%40580d 126 movg -0x338(%rbp), Srdx
130 //Calculate distance | 0x405814 126 imul $0x8, %rdx, Srdx
131 /*Xr = rx[i] =~ rx[]];r! | 0x405818 126 movl ~0x3ec(¥rbp), %ecx
132 Yr = ry(1] =~ 2y[]]: \ 040581 ¢ 126 movaxd %ecx, wrox
133 Zy = rz(1] - ¥z(3]: | 0x405821 126 imul %ydx, %rex
134 Xr = Xr = bnx_x*rour: | Dx405825 126 addg  (%rax), Wrex

SSE Instructions! Optimize with the compiler e.g. -xhost
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Microarchitectural Tuning - Top-Down

double ¥21i, réi; 0x4030¢6 127 gacod xmmld, xmmlS, exmmll | sa,000,0870
double Fij, Fxiig, Fyijy, 0x4030¢h 126 a8, Exmm®, SxmmS | 1,224,001 986 ()
‘ 0x4030d0 128 28 ($rbp), ¥rcx ‘ 648,000,972 (N
for{int J=i+l; ]-:nutom::f 1,368,002,052 [0 1,36 0x4030d4 127 vaddad %xmmll, %xmml, %xmml2 | 98,000,147 @B
( 0x4030619 126 vaddad xmmS, Sxmml, kxmné 42,000,063 |
Xr(i][3] = rx(1] - : 2,056,003,084 (N 2,05 {_ 0x4030ddl 127 vroundsd £0x1, %xmml2, %xmml2, $xmm1d 738,001,107 (N
Yr{1][3] = ry[1] - ¥ 702,001,053 @ 702, | M | 0x4030e2 127 vmulad %xmmld, %xmml3, Sxmmll | 236,000,354 [
Zr(i][)) = rz[i] = u‘j 1,502,002,2%3 R 1,50 0x4030e8 126 vroundad $0x1, %xmmé, %xmmé, kxmm7 | 874,001,31) [
Xr(i](3) = Xr(1)(3) | 4,062,006,093 (S 4,06 gy 0x4030ee 127 vaubad ¥xmmll, %xmml$, %xmmd | 624,000,936 NN
Yr{i][3] = ¥Yr[i1(3] | 3,022,004,533 (D 302 = |0x4030f3 126 vmulsd $xmmg, Ixmm7, Sxmmlo ‘ 650,000,975 (N
Zx(1][3] = 22[4]1(7] 1 12,148,018,222 S 121 = 0x403018 143 vmulad txmmd, txmmd, kxwme ‘ 2,048,003 072
m | 0x4030f¢ 126 vaubsd $xmml0, $xmmd, *xmmd 1,022,001,533 (N

AVX2 on Haswell

M General Exploration General Exploration viewpoint (change) @ M| General Exploration General Exploration viewpoint (change) &
@ Anslysis Target Analysis Type | |8 Collection Log  JEURSTINTRENNE | +% Bottom-up @@ Analysis Torget Analysis Type | |l Collection Log »% Bottom-up
(~) Elapsed Time: 15.041s (~) Elapsed Time: 10.670s
CPI Rate: 0,499 CP1 Rate: 1.051
Clockticks 135,034,202,551 Clockticks: 95,772,143,658
Instructions Retirech 270,374,405,561 Instructions Retired: 91,110,136,665

Before After
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Top-Down with a Memory Bound issue

P General Exploration

€ Analysis Target Analysis Type

Grouping: [Function J Call Skack.
Unfilled Pipeline Slots (Stalls)

Filled Pipeline Slots

Hardware Event C... Hardware Event...
o
Function £ Call Stack CPU_CLK_U... IMST_RETIRED.,  CPIRate ra— Bad Back-end Front-end
THREAD AMY ehnng Speculation Bound Bound
[ KeywaitF artAultiple Ohjects 26,000,129 14,000,021 fi.143 n.oa1 0244 0.430 0.244
26,000,129 f,000,009 14,332 0.000 0.000 0,914 n.oa1

KeSetTimer

# General Exploration neral Exploratior hant
" and Frames | | B

Srouping: [Function J Call Stack
Unfilled Pipeline Slots (Stalls)

Filled Pipeline Slots
Back-end Bound
Function / Call Stack Aetiri Ead kAerory Bound Front-end
etiring < lati Cars
peculation Bound
L1 L L3 DRAM Bound  prore, Bound

Bound Bound Bound

n.o64)

£ 0.001 0.070 |
0.0s1 0.244 0.000 . 0.000

DRAM Bound Function

0.000

B rrultiplyl
KewvaitForkAultiple Objects
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M General Exploration Hars s Event Counts woint (change) Intel WY Tune Amplifier XE 2013
@8 Analysis Target An - | | H®@ Collection Log| | B Summary | | &% PMU Events | | BB Uncore Events | | % Caller/callee | | #% Top-down Tree | | BB Tasks and Frames l B
[ Source ][ assembly H | i ] Ql

Sour Source
Lire MEM_LOAD_LIQPS_RETIRED LLC_MISS_PS  IDOLK

4 }

35 }

6 }

Er

kL] wold maltiplyl (int msizse, int tidx<, inot mamt, TYPE & J[NUR], TYPE B[ J[HUR], TYFE o[ JLNUMR])
EE] {

a0 ine d,9,0:

41 L]
42 A4 Naive implementation

A3 for{imtids: i<m@ime; d=idnumt) |

dd For(j=0; J<memimey J-=+1 | o

a5 CoOE (k=0 k<madzme: kase) |

47 }

48 }

44 }

&N ]

Selected 1 rowels): 1,997,939 846 504,00 -

4| [0 bl 4 [ s

Array accesses are poorly addressed
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From Tuning Guide;

® How: Memory Bound sub-category, Metrics: L3 Latency, LLC Miss
® What Now:
® If either metric is highlighted for your hotspot, consider
reducing misses:
® Change your algorithm to reduce data storage
Block data accesses to fit into cache
Check for sharing issues (See Contested Accesses)
Align data for vectorization (and tell your compiler)

Use the cacheline replacement analysis outlined in section
B.3.4.2 of Intel® 64 and IA-32 Architectures Optimization
Reference Manual, section B.3.4.2
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f| General Exploration viewpoint (change) @&

General Exploration

BB Callection Lag i ] EE

Grouping; [Function I Call Stack

Hardware Ew... Hardwware Ew... Filled Pipeline Slats Unfilled Pipeline Slots (Stalls)
T
. CPI
Function / Call Stack CPUCL..  TMST_RETIRE.. Rare oo Bad Back-end Front-end
THREALD A sHnng Speculation Bound Bound

,065,970| 51,604,077, 406 0.852 !

E KeSetTirmer 24,000,035 oo 0.000 0.000 1.000 0.000
Einit_arr 20,000,030 16,000,024 1. 0.000 0.000 1.000 0.000
F KeZSynchronizeExecution 18,000,027 1] . 0.289 g.o0n 1.000 o.000

[F FxRelraseRundmnmnPrate 14 nnn nz1 f NN nng . n.nnn n.nnn 1.0nn n.nnn
Selected 1 row(s):|| 43,980,065,970 51,604,077, 406 ; 0.253 0.001 0.573 0.073

B rmultiply 2

With a Loop-Interchange (was 97% Back-End bound)
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Top-Down for NUMA analysis W

Umnfilled Pipeline Slots (Stalls)

Back-end Bound

kAermorye Bound Core Bound
L1 Bound Store Bound L3 Bound DRAM Bound O Port

DTLE Ow.. Load:El.. SplitLloads 4K .M., Fals.. Split.. DTL.. Contest.. Data Shar.. L3 Lat.. Local DRA&R  Rermote DRA., Rem,. ctive ilizati

0,000 0.000 o.000] o000 ooool oooo| o000 0.000 0.000 0.001 0.000 o.000] oo00) D000

0.000 0.000 0.000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0000  0.000 0.000
0,000 0.000 0000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0,000 0.000 0.000 1.000
0.099 0.000 0.000 0000 0000 0000 0.000 0.000 0.000 0411 0.000 0.000 0000  0.000 0.283
0,000 0.000 0000 0000 0.000 0.000  0.000 0.000 0.000 0,444 0.000 0,000 0000 0.000 0.000
0.000 0.000 0.000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0000  0.000 0.574

* Multi-socket systems with NUMA require special analysis
 VTune, numastat, numactl

« Remote cache and DRAM accesses can cause stalls

* Now what?
 Memory allocation vs. access
 Temporal locality
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Memory Bandwidth using PMUs

* Know your max theoretical memory bandwidth
* Locate areas of high LLC misses
 PMU events available to calculate QPI bandwidth on newer processors

Welcome 001w

Intel VTune Amplifier XE 201
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Tuning Guides Have Lots of Metrics and Hints

For example:

Back-End Bound

Data Sharing

® Why: Sharing clean data (read sharing) among cores (at L2
level) has a penalty at least the first time due to coherency

® How: Memory Bound sub-category, Metrics: Data Sharing

® What Now:

® Tf this metric is highlighted for your hotspot, locate the source
code line(s) that is generating HITs by viewing the source. Look for
the MEM_LOAD_UOPS_LLC_HIT_RETIRED.XSNP_HIT_PS event which
will tag to the next instruction after the one that generated the HIT.

® Then use knowledge of the code to determine if real or false
sharing is taking place. Make appropriate fixes:

® For real sharing, reduce sharing requirements
® For false sharing, pad variables to cacheline boundaries
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Tuning Guides Have Lots of Metrics and Hints

For example:
Front-end Latency Bound

® Why: Front-end latency can lead to the Back-End not having
micro-ops to execute (instruction starvation).

® How: Front-End Latency sub-category, Metrics: ITLB Overhead,
ICache Misses, Length-Changing Prefixes

e What Now:

e If any of these metrics are highlighted for your hotspot, try using
better code layout and generation techniques:

— Try using profile-guided optimizations (PGO) with your compiler

— Use linker ordering techniques (/ORDER on Microsoft’s linker or
a linker script on gcc)

— For dynamically generated code, try co-locating hot code,
reducing code size, and avoiding indirect calls
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Intel Xeon Phi

* Has its own tuning guide and metrics
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Intel Xeon Phi

» Efficiency Metric: Compute to Data Access Ratio

* Measures an application’s computational density, and suitability
for Intel” Xeon Phi™ coprocessors

Vectorization Intensity VPU_ELEMENTS_ACTIVE /

VPU_INSTRUCTIONS_EXECUTED

L1 Compute to Data Access Ratio VPU_ELEMENTS_ACTIVE / DATA_READ_OR_WRITE < Vectorization Intensity

L2 Compute to Data Access Ratio VPU_ELEMENTS_ACTIVE / DATA_READ_MISS_OR_ < 100x L1 Compute to Data Access Ratio
WRITE_MISS

* Increase computational density through vectorization
and reducing data access (see cache issues, also, DATA
ALIGNMENT!)
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Intel Xeon Phi

* Has its own tuning guide and metrics

* Problem Area: VPU Usage

* Indicates whether an application is vectorized successfully and

efficiently
Vectorization Intensity VPU_ELEMENTS_ACTIVE / VPU_INSTRUCTIONS_EXECUTED <8 (DP), <16(SP)

* Tuning Suggestions:

— Use the Compiler vectorization report!

— For data dependencies preventing vectorization, try using Intel” Cilk™
Plus #pragma SIMD (if safe!)

— Align data and tell the Compiler!
— Restructure code if possible: Array notations, AOS->SOA
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Performance Optimization Methodology

* Follow performance optimization process
* Use the Top-down approach to performance optimization
« Use iterative optimization process
» Utilize appropriate tools (Intel's or non-Intel)

* Apply scientific approach when analyzing collected results

* Practicel

« Performance tuning experience helps achieving better results

* Righttools help as well
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Performance Profiling Tools

Technology wise selection
You have a chose of many:

 From simplest and fastest...

Instrumentation OS embedded:
Sampling Task Manager, top, vmstat

 To very complicated and/or slow

Application/platform Project embedded:

Simulators Proprietary perf. infrastructure

Always consider overhead vs. level of detail — it’s often a tradeoff
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Scientific Approach to Analysis

None of the tools provide exact results
« Data collection overhead or dropping details
« Define what results need to be precise

Low overhead tools provide statistical results

« Statistical theory is applicable

» Think of proper sampling frequency (for data bandwidth)

« Think of proper length of data collection (for process)

* Think of proper number of experiments and results deviation

Take into account other processes in a system
* Anti-virus

« Daemons and services

« System processes

Start early — tune often!
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References

 Top-Down Performance Tuning Methodology

« www.software.intel.com/en-us/articles/de-mystifying-software-performance-
optimization

 Top-Down Characterization of Microarchitectural Bottlenecks

« www.software.intel.com/en-us/articles/how-to-tune-applications-using-a-top-
down-characterization-of-microarchitectural-issues

* Intel® VTune™ Amplifier XE

e www.intel.ly/vtune-amplifier-xe

* Tuning Guides

« www.intel.com/vtune-tuning-guides
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Questions?

tel.

James.r.reinders@intel.com
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Software

James Reinders. Parallel Programming Evangelist. Intel.

James is involved in multiple engineering, research and educational efforts to increase
use of parallel programming throughout the industry. He joined Intel Corporation in
1989, and has contributed to numerous projects including the world's first TeraFLOP/s
supercomputer (ASCI Red) and the world's first TeraFLOP/s microprocessor (Intel® Xeon
Phi™ coprocessor). James been an author on numerous technical books, including
VTune™ Performance Analyzer Essentials (Intel Press, 2005), Intel® Threading Building
Blocks (O'Reilly Media, 2007), Structured Parallel Programming (Morgan Kaufmann,
2012), Intel® Xeon Phi™ Coprocessor High Performance Programming (Morgan
Kaufmann, 2013), Multithreading for Visual Effects (A K Peters/CRC Press, 2014), High
Performance Parallelism Pearls Volume 1 (Morgan Kaufmann, Nov. 2014), and High
Performance Parallelism Pearls Volume 2 (Morgan Kaufmann, Aug. 2015). James is
working on a refresh of both the Xeon Phi™ book (original Feb. 2013, revised with KNL
information by mid-2016) and a refresh of the TBB book (original June 2007, revised by
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@ed  Legal Disclaimer & Optimization Notice

Software

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY
INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS
ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS
FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL
PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors.
Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations
and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance
tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other
products.

Copyright © 2015, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel logo are trademarks
of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations
in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets
covered by this notice.

Notice revision #20110804
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